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Abstract: Aircraft amphibian (SA), as a control object, has an extremely complex
structure consisting of a set of subsystems including exchange processes of force, energy,
matter and information. This control object operates in the complex environments as
atmosphere as well as adjoining surface of water and air.

The problem is to design a regulator that to control the flight modes with impact on the
surrounding environment. Requirement to designed regulator is quick responsibility to
adapt to the impact of chaotic disturbances of environments. In this report we consider a
method synthesis nonlinear control system of aircraft amphibian motion with state
observers of harmonic disturbances based on synergetic approach in modern control
theory
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1. Introduction

The solution of the various control tasks based on using of a control object state
vector. In real conditions of full state vector measurement for one reason or
another is not feasible. For this purpose, the control system introduces a
subsystem of state estimation - a state observer.

For linear systems, it is distinguished full-order state observers (Kalman
Observer), which have a dimension of the state vector as same as that of the
control object, reduced order observers (Luenbergera Observer) and observers
of increased order (adaptive observers) [1, 2]

Proposed in this article, the nonlinear observer can be referring to the reduced
order observers. Even more challenging is a problem of estimating the
unmeasured external disturbances. The basic idea of perturbation estimation is
as follows: To construct a model of external influences, which is in the form of
a homogeneous differential equation system with known coefficients and
unknown initial conditions. The model is combined with the perturbation model
and with this received enhanced system observer is constructed. Obtained with
it estimates include the estimates of object state variables, and evaluation of
external influences.
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The asymptotic observer design methods are applicable for a wide class of
nonlinear systems proposed in [3, 4, 5]. In this work, a new version of an
amphibian control methods and problems, which are solved by the dynamic
synergistic regulators to such observers, is described. These observers have
carried out a unmeasured harmonic external disturbance evaluation effecting on
the amphibian. The nonlinear external perturbation observers (NEPO) consist of
a monitoring contour and a control circuit that operates in parallel.

2. The Problem Statement
Suppose that the control object’s behavior and an external disturbances effecting
on it could be described by the differential equations system:

x=g(x,z,u)
2=h(x,z,u).
Where N vector X u M vector Z — components of state vector; U — a control
vector; g(.) u h(.) - continuous nonlinear functions. Vector X is assumed
observable, and vector Z — unobservable.
Then the observer synthesis problem can be formulated as follows. Need to
synthesize NEPO with form:
W(t)=R(x,w),
2(t)=K(x,w),
where W — observer state vector; 7 — unmeasured external disturbances
evaluation vector.
In this case, NEPO must provide:
» aclosed system asymptotic stability;
 stabilization of the pitch angle, altitude and flight speed;
» assessment of unobserved external perturbations;

» compensation of external disturbances.
The NEPO synthesis procedure is divided into three stages:

a) Synthesis of control laws U; to ensure implementation of the required

technological problem (in this case assume that all control object state
variables are observable);

b) Synthesis of an observer for the unobservable state variables and
unmeasured disturbances.

c) Replacement of unobservable variables in the synthesized controls by
their evaluations.

3. The synergistic procedur e of the control lawsfor the
longitudinal motion with harmonic disturbances
a). Synergistic synthesis procedure of control laws u;
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Common model of SA’s space movement is present by 12" order differential
equations system through Euler angles. In SA’s movement on water or in taking
off, it’s rational to consider longitudinal motion model:

% (0) =bx,X, —gsinx +a,(B, ~F,, — F, )+ M, 0);
X, (t) =,X,%; —g cosx; +a2(Py +F, + th)+ M, (t);
() =a,(M + M) )+ M,(0);

X, (t) = X, SiNX; + X, COSXs;

X5 (1) =%;

X5 = X, COSXg — X, SINX;

Where: X, X, — the projections of velocity vector VX,Vy on corresponded the

(1)

intertwined coordinate system axes; X; — longitudinal angular velocity W, ;
X, , Xg — projections coordinate SA’s center of gravity Y., X, on corresponded
axes Oy and OX; X, - pitching angle J; m - SA’s weight;
Fay -
projections total vector of aerodynamic forces on corresponded intertwined
coordinate system axes OX and Qy; F,F, - projections total vector of

m, =(1+1,)m, m,=(+1,)m - SA’s «attached» weights; F

ax!

hydrodynamic and hydrostatic forces on corresponded intertwined coordinate
system axes Ox and Oy; Oy; M7, M? — longitudinal aerodynamic
moment and longitudinal moment formed by hydrodynamic and hydrostatic
forces; M, (t) - disturbances;

1, 1, o, My m,
a=m a,=m ;a=I, ’blm_i’bzz_my :
In control the SA’s longitudinal motion elevator, flaps and engine thrust control
lever are the active control organs. Technical solutions that provide basing and
operation of the aircraft on the water surface, effectively determine its shape -
the seaplane aerodynamic scheme. Consequently, controls in the model (2) will
be the engine thrust, depending on the deviation of the engine thrust control
lever; the total aerodynamic forces and the total longitudinal moment,
depending on changes in the flaps and elevator deflection.

For control the SA’s longitudinal motion there are some strategies: controlling
individual channels or all channels simultaneously. Of course that the vector
strategy requires a more complex algorithmic structure of the regulator, but it
allows more flexible three-channel control of SA.

The problem of controlling the longitudinal motion is finding the control vector.

u=|F.(d,,.dp..d.} Fld,. 50} M.(d,,.d,,d,)] @ a coordinate

p.y.? p.y.? p.y.* Y pB. 13
function of the system states, which provides SA’s longitudinal short-period
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movement (2) at a given speed V,, height Hgand pitching angle J,, i.e. the
following invariants:
X, =Voi X, = Hg Xg =J (2)
Rewriting the mathematic model of the control object following:
X, (1) = byXgX, — g Sin Xg +a,u;;
X, (t) = —b,X,X; — g COS X + a,U, ;

X3 (t) = agu;; 3)
X, (t) = X, Sin X; + X, COS X;;
Xs (t) = X3

Xs (t) = X, COSX; — X, Sin X;;
where U, =P, —-F,, —F

control acts.
For model (3), the goal is implementation of desired invariants (2), we

formulate the first set of macro-variablesy ;,Y ,,Y 5,
Yi=%-VY,
Y2 =X, = (X4, %5, 24,25, 25); 4)
Y3 =Xs ] 2(Xq, X5, 21,25, 25),
which must satisfy the solution of following functional equations:
Ty, (t)+y, =0, T,>0, i=1.3,; )
At the intersection of invariant manifolds, Yy ; = 0,i=1,...,3, there is a

dynamic “phase space compression”, and the dynamics of closed-loop system
will be described by decomposed model:

X, (t) =V, sin X, +] ; COS X;
Xs(t) =] »; (6)
X5 (t) =V, COSX; —] ,SIN X;

Now to introduce a second set of macro variables

Yi=X—Hgys=%—J;. )

Xr? USZMza+Mzr_are

u, =P +F,+F,,
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. T,V,sinx; +x,—H, . —Xs +J,
I T, cOs X, Iz ®)

Further external control vectors U is found by solving simultaneously
functional equation systems (4) and equation model (1):

1[ : -X, +V, J
U =—|gsinx, + ———-12, |;
a T

1

u, :AX1+BX2+CX3+DX4—iZZ+E; (10)
a2
u, = _L((T3 + T )Xs + Xe _JO)_ﬁ_
T3T5a3 a,
Where indicated: A = —Sm—x5; B= L+, :
T,a, cos X, a,T,T,

X, SIN X, N H,sinx, -T,V,
a,T,cos’x,  a,T,cos’ X,
-1 E_ HO—T4VOsian.)+gcosx5

a,T,T,CosX, a,T,T, COS X, a,

Whereas synthesized control laws, U,, U,, U, of object (1), provide

implementation required technological problems, it is necessary to move to
description of the observer synthesis procedure.

b) The observer synthesisprocedure

According to the method of Analytical Design of Aggregated Regulators, in
synergistic synthesis procedure of observers it should be used following an
extended system model (11) [3, 4]:

X, (t) =—-gsinx; +a,u, +,;

X,(t) =—gcosx, +a,u, + 2z, ;

X3 (1) = agu; +2;

X, (t) = X, Sin X5 + X, COS Xs;

Xs (1) = X;; (11)
Xg (t) = X, COS X — X, SiN X;;

7,(t) =s;; $,(t) = -8 2,;

2,(t) =5, 8,(t) =—s 2222;

2,(t) = 55, 85(1) = - 3?23;
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Where S; - harmonic disturbance angular frequencies, Z,,Z,,Z; - the
projections of indignant linear, longitudinal and angular accelerations

respectively.
The last six equations in system (11) is dynamic model of harmonic

disturbances, and z;, S;, 1=1..3 are state variables.
The state variable observer design is based on the synergistic approach
principles in the control theory, videlicet on the ADAR method, which is
described in works [3, 4]. In particular case, when dimy (t)=1, the

expression

y (t)=L(y)y (12)
Could be present in following form:
y.(t)+Ly,=0, L >0. (13)

To conduct the synthesis of the observers for the object (1), let
y:[xi], i=1..5,v= [ZJ-, SjJ, ] =1,2,3. To determine the assessments

of the state variables Z;, S, , choosing formsofy ,,Y ,:
Y, =by(z,-2,)+by,(s,-8)
Y.= b21(zl - 21)"‘ b, (51 - 51)-

Where w — constants, b;;b,, —b,,0,7 @D In this the valuations

Z,, §, of the state variables z;, S, could be formed by

(14)

Z,=f (%) +w, (15)

S = f, (%) +w,.
where f,(x,), f,(X,) —unknown functions. Then to put (14) into the equation
in formed (13):

y.(t)+Ly,=0, L>0;

16
y,(t)+Ly,=0, L,>0, (16
while subject to the equations (15), receiving
dz, of,(x) dx, d(w,) ds, of,(x)dx d(w,)
bll T o e . +b12 e e +
dt X, dt dt dt X, dt dt
+ Ll[bll(zl - fZ(Xl) - W1)+ blZ (51 - fz(xl) —W, )]: 0, 17)

o [z Oh(x)dx d(w))  (ds af,(x)dx, d(w,)),
21 22
dt x dt dt dt x, dt dt

+ Lz [b21(21 - fl(xl) _W1)+ b22(sl - fz (Xl) —W, )] =0.
With the equations (17) subject to the object equations (11), receiving:
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bn(sl —@(— gsinx; +a,u, + zl)—%}

1

blz(—slzzl—afz(xl)( gsinx, +au, +2,) dtzj
X

1

+L1[bll(zl_fl(Xl)_W1)+b12( - f,(x) - W ]: ;

bﬂ(sl—@fl(xl)( gsinx, +au, +,)

X

(18)

of, (x
bzz(—slzzl— 2x(1 1)( gsinx, +au, +2,)— ” J

+ Lz [b21(21 - fl(xl) _W1)+ b22(31 - fz(x1) —W, )] =0.
In the equations of the observer (18) must not be present at unobserved
coordinators Z;, S; . In order to exclude them out of system, choosing

2 2 2
12b 21_b 22b 11

f.(x)= X,
b12b22(bllb22 b12b21)
b,.b,,b%i—b, b, b
f (Xl):( 21M22 1Y12 s ZJX’ (19)
’ b12b22(b11b22_b12b21) s
L=-Pusg ,=-Pasg
b12 b22

Subject to (19), to solve the system of equations (18), finding
2 2
b b,.b b
W, =— (AJ +s /42 +(AJ X, +
blZ b22 b12 b22

o P Do (W, +a,u, —gsin xg )+W,;
bl2 b 1 al 1 g 5 21 (20)

22

Wz — ( b21b11 b11b21 ]X +( b11b21 J(g sin X —a,U, —W1)+
b22b12 b12b22 b22 12

+s Z(a,u, —gsinxg )

And the valuations Z;, §; of the state variables z;, S, are
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A b22b%1 —b%2b %
Z, = X+ W,
b12b22(b11b22 - b12b21)
g _ ( b,b,,b %11 — by b,b %2
, =
b12b22(b11b22 - b12b21)

Similarly, to define the estimations Z,, §,, Z,, S, of the state variables Z,, S, ,

(21)

—sf]lerwz.

Z,,S,, choosing following the macro variables
Ys= bas(zz - 22)"‘ b34(52 _§2);
Y= b43(22 - 22)+ b44(52 _sz);

where 22
YS:b55(23_23)+b56(33_§3); 2
Ye= b65(23 - 23)"’ bee(ss _§3)7
The assessments of state variables Z,, S,, Z,, S, can be defined
Ez = f,(%,) + W, fz = f,(6) +w,, 23)
Zy=fs (%) + Wy, S5 = fo(X;) + W,
The macro variables (22) must be satisfy functional equations
y,(t)+Ly, =0, L, >0, i=3,..,6. (24)
With received equations formed by putting (22) in to (16) object to model (11),
we need to choose functions f,(X,), f,(X,), fs(X;), fs(X;). L, 1=3,...,6

so that the expressions of the observers must not consist in itself the unobserved
state variables. Choosing

b?3b %3 — b2ub?s )
f3(x;) = X
b34b44(b33b44 - b34b43)

b,,0,,0%5 — bbb %s
f,(x ):£ 43844 33734 —s ZJX : (25)
arre b34b44(b33b44_b34b43) i ’
ng_h>0’ |_4:—%>0
b34 b44

b 2s6b %65 — b %66b %55 )
X33
bsebea(bssbea - bsebes)

e Do %55 — bbb %6s
f(X):( 6566 5556 —-s 2]
o bsebea(bssb%_bsebes) P

f5(X3) =

s —= 0, o 230

56 66
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Consequently the equations of the observer is formed

2 2
Wi (t) = — (E“J +s§+b“3b3s+[b“3J X, +

34 b 44 b 34 44

b b
+(33+43 (W, +a,u, — g Ccos X; )+W,;

b34 44
2
GELR sz +( LR ](g COS X — AU, —W, )+

) b,.b..°
W4(t):( 2 332 + 2 b b
b, byby, 44M34

+s 2(a,u, —gcosx, ).

2 2
5() 55 2 65 55 65 . 55 65 ( . 3U3) W)
56 66 56 66 56 66
2 2
We(t) 657552 557652 X3 — ( a3U3 Ws) §a3u3'

66 56 56 66 66 56

313
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5. Conclusion

This work is described the synergistic approach to problem of synthesis of
effective correlated control laws of longitudinal motion SA under sea wave
conditions, particularly in taking off process from water surface.

In conducting the simulation showed that the SA’s longitudinal motion control
objectives are achieved and using synthesized control laws can significantly
improve motion performance: decreasing pitch angle oscillation, angular rate
fluctuations and SA’s gravity center oscillation. The observers estimate the
unobserved disturbances with high measurement accuracy (fig.15-fig.17).

Thus, using synergetic control theory enable to create new classes of SA’s
motion control systems.
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